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Two old questions (and the motivation for this work)

1.What are the possible phases of theories (limits as deep IR is approached)?
(coulomb, Higgs, confinement, conformal, ...)? 
Is there, eg, a scale but not conformal phase?

2. RG flows: we know limiting flows can be IRFP (IR fixed points).
Wilson speculated one may also have limit cycles or limiting ergodic trajectories.
Are there any examples of these?



Quiz

A. The trace anomaly is                        (up to equations of motion)

B. A theory is conformal if and only if

C. Scale invariance does not imply conformal invariance

D. All of the above

E. None of the above 

Directions: Select the best answer.

1. Which of the following is false:

Tµ
µ = βiOi

βi = 0



Quiz

A. The trace anomaly is                        (up to equations of motion)

B. A theory is conformal if and only if

C. Scale invariance does not imply conformal invariance

D. All of the above

E. None of the above 

Directions: Select the best answer.

1. Which of the following is false:

Tµ
µ = βiOi

βi = 0

Explanations:
• In d = 4
• In flat space
• Classically scale invariant (no dimensional couplings)
• Up to Equations of Motion



Quiz-Solutions

A. The trace anomaly is                        (up to equations of motion)

B. A theory is conformal if and only if

C. Scale invariance does not imply conformal invariance

D. All of the above

E. None of the above 

Directions: Select the best answer.

1. Which of the following is false:

Tµ
µ = βiOi

βi = 0

✓

In this talk I will explain these answers.



Trace Anomaly
Review derivation in dimensional regularization

Consider QFT with dimensionless couplings
(classically scale invariant) in d = 4 − ε

Compute stress-energy tensor, take trace

Lagrangian in terms of renormalized couplings satisfies RGE

where

Obtain

�
β̂(g)

∂

∂g
− γ̂φ

∂

∂φ
− �

�
L = 0

Tµ
µ = �L − (1)φ

δS0

δφ

β̂ = −�g + β(g) γ̂ = −� + γ(g)

Tµ
µ = β̂(g)

∂L
∂g
− (1 + γ̂(g))φ

δS0

δφ

I. Jack and H. Osborn, NPB 343, 647 (1990).
H. Osborn, NPB 363, 486 (1991)



Notes:

• Presented for scalars, trivially extended for gauge fields, spinors with yukawas
• Presented for single coupling, trivially extended for many couplings, eg

V =
1
4!

gabcdφaφbφcφd = gIOI

Tµ
µ = β̂I(g)

∂L
∂gI

− [(1 + γ̂(g))φ] · δS0

δφ



So what is the problem with this???
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So what is the problem with this???

(This is a rhetorical question, I will now answer :))

OI =
∂L

∂gI

Z = eiW =
�

[dφ]eiS0

∂

i∂gI

�
[dφ]eiS0 = �

�
d

d
x OI�

Taking a derivative of the functional integral

This is finite, but what about the local operator?
It can fail to be finite by a total divergence 

�[OI ]� ≡ �OI − ∂µJ
µ
I � = finite

What can this “current” be? 
For example, for scalars we can have 

We do not usually encounter this (need sufficient complexity)

NI =
N1

I

�
+

N2
I

�2
+ · · ·NT

I = −NI ,

The operator                        is not finite in general when inserted in Green functions!

Jµ
I = −1

2
(NI)ab(φa

←→
∂ µφb) = ∂µφT NIφ (for short)



wave-
function

2-pt function
with one
insertion
of OI

(∂µφ)2
couterterm:



Trace anomaly:

Tµ
µ = βI(g)[OI ] + ∂µJµ − (1 + γ(g))φ

δS0

δφ

The “hats” have disappeared because the quantities are finite.

The current must be finite by itself. 

Introducing S, the finite part of

This only gives the “tree level” current. 
One can show the fully renormalized current is 

Jµ = ∂µφT (S + NI(Sg)I)φ = finite

(Sg)abcd = Saegebcd + · · · + Sdegabcewhere

NI =
N1

I

�
+

N2
I

�2
+ · · ·

β̂ = −�g + β(g)

Tµ
µ = β̂(g)

∂L
∂g
− (1 + γ̂(g))φ

δS0

δφ
really is:

Jµ = β̂IJ
µ
I = ∂µφT β̂INIφ = finite

S = −gIN
1
I

β̂INI



Compute S
Recall S = −gIN

1
I

For theory of ns real scalars, nf Weyl spinors (symmetry group GF = SO(ns) × SU(nf), 
any subgroup possibly gauged), with 

1. S is Q on cycles,

2. S vanishes at fixed points.

In light of these results the computation of Q can be tremendously simplified given an explicit

expression for S. The procedure to determine Q involves determining first the beta functions for

the coupling constants to second order in the loop expansion for scalar self-couplings, to third

order in the loop expansion for Yukawa couplings and to fourth order in the loop expansion for

Yang–Mills couplings, and then solving the system of nonlinear coupled equations βg
= 0 and

βI = (Qg)I (we implicitly use here that gI can also stand for Yukawa couplings). Since S must

have a perturbative expansion that starts at third order in the loop expansion, to determine Q

from S it suffices to evaluate it with coupling constants on the cycle computed to lowest order

in the loop expansion. So Q is obtained from S by determining the zeroes of the one-loop beta

functions (two-loop for gauge couplings): if S = 0 on the zero of the beta functions, the zero is a

fixed point of the RGE, but if S �= 0 on the zero, then the zero is a point on a cycle and Q = S

there.

To this end an explicit, three-loop expression for S is required. But as pointed out above,

there has been no computation of S to the order where one would expect it to be non-vanishing

if S were to equal Q on cycles. We have endeavored to compute S to third order in the loop

expansion for a general theory containing nS real scalars and nf Weyl spinors, possibly charged

under a gauge group. The potential in the Lagrangian is

V =
1
4!λabcdφaφbφcφd + (

1
2ya|ijφaψiψj + h.c.).

The details of the computation are spelled out in Appendix C. The surprisingly simple result is

(16π2
)
3Sab =

5
8 tr(yay

∗
cydy

∗
e)λbcde +

3
8 tr(yay

∗
cydy

∗
dyby

∗
c )− {a ↔ b}+ h.c..

We have evaluated this expression on the fixed points and cycles of the theories we explored

in [3, 5, 6] and found that in each case S vanishes at all fixed points and equals our previous

determination of Q on all cycles. It should be mentioned that the models in [3,5] are in d = 4− �

dimensions, with � small but positive. In these cases the consistency equations still apply provided

one carefully tracks the presence of � in the beta functions, particularly in β̂i
= −�kigi + βi

and

correspondingly in �Bi
.

Now for the proof of the propositions above. First we show that S = Q on cycles. Consider

the η flow with fI = BI , with boundary condition that at η = 0 the point ḡI(0) is on the cycle.

Then BI(0) = ([Q−S]g(0))I is in the Lie algebra of GF and the left-hand side of (3.20) vanishes.

Since χg
IJ = −2χa

IJ to second order in the loop expansion, and −2χa
IJ is positive-definite, (3.20)

gives BI(0) = 0. This implies S = Q + ∆Q on cycles, where (∆Qg)I = 0. But if ∆Q �= 0 this

corresponds to a conserved current, and we are free to redefine the scale current by a conserved

current, Q → Q+∆Q. Hence, S = Q on cycles.

18

S = 0 at 1- and 2-loops because individual topologies are symmetric under 

It is perhaps helpful to remind the reader here that in a theory with scalars and fermions the

I index can be either (abcd) or (a|ij). Let us also remark that S appears first at three loops in a

theory with scalars and spinors. The reason is easily seen from (3.8): a diagram that contributes

to N will only contribute to S if it is not symmetric under a ↔ b. As it turns out there are no

such diagrams in scalar self-energies at one and two loops, but there are two such diagrams at

three loops. Consequently, even if the theory contains gauge fields, diagrams with gauge fields

will not contribute to S at three loops, but certainly will do so at higher order. Therefore, even

in a gauge theory we don’t need to include gauge fields in our leading-order calculation of S.

C.1. One loop

At one loop the calculation proceeds with no subtleties since renormalization is straightforward.

The two diagrams that contribute to NI and their corresponding counterterms are shown in Fig. 2.

p p pp

p p pp

Fig. 2: Diagrams that contribute to Na|ij at one loop and their corresponding counterterms.

A straightforward calculation gives

(Nc|ij)ab = − 1

16π2�

1

2
(y∗a|ijδbc − y∗b|ijδac) + finite,

and there is of course a complex conjugate (N∗
c|ij)ab.

In order to simplify the notation we write the result for the residue of the simple �-pole in NI

in the form

16π2(N1
I )ab∂

µgI = −1
2 [tr(ya∂

µy∗b ) + h.c.− {a ↔ b}],

where gI on the left-hand side stands here for yc|ij or y∗c|ij . Selecting the appropriate derivatives

one easily reads off the corresponding N1
I . Our result reproduces JO’s equation (7.16) for ρI when

we use Dirac spinors.

C.2. Two loops

At two loops there are three Feynman diagrams that contribute to NI , listed in Fig. 3. The

calculation of the residues of the simple �-poles of NI requires now a subtraction of subdivergences,

something that proceeds, for the most part, in the usual way. However, there is a small subtlety,

28

a↔ b

From definition, ST = − S (in the Lie algebra of SO(ns))



Fig. 3: Feynman diagrams that contribute to NI at two loops.

not seen in the usual treatments of renormalization, that we would like to point out. Clearly, the

two right-most diagrams of Fig. 3 have subdivergences so we have to add to them the diagrams

with the insertions of the corresponding counterterms. For the right-most diagram the graph with

the insertion of the counterterm is

Now, when the momentum that comes in from, say the left external leg, flows out through the

counterterm, then there are two diagrams that contribute, namely

p

p

and
p

p

where the momentum exits to the north-east or to the north-west depending on which vertex it

flows out of in the original diagram in Fig. 3. In both cases the counterterm is the same, but

the diagram with the insertion of the counterterm is different as a result of the difference in the

momentum of the internal leg that the counterterm picks up. That is, had we retained different

momenta for the various vertices, there would be two momenta associated with the counterterm.

The two loop result for N1
I , previously unpublished, is

(16π2)2(N1
I )ab∂

µgI =− 1
24λacde ∂

µλbcde + [14 tr(y
∗
ayc∂

µy∗byc ) +
3
8 tr(y

∗
a∂

µycy
∗
cyb )

+ 1
4 tr(y

∗
ayc∂

µy∗cyb ) +
3
8 tr(y

∗
aycy

∗
c∂

µyb ) + h.c.]− {a ↔ b}.

It follows that S vanishes at this order. This can be seen, term by term (when anti-symmetrized

in a and b) by replacing gI for ∂µgI .
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Contributions to NI still symmetric at 2-loops

JO: S = 0 to 2-loops in fermion-scalar model, and to 3-loops in pure scalar model 
C.3. Three loops

At three loops there are many diagrams that contribute to NI , but only four are not symmetric

under a ↔ b and thus end up contributing to S. These diagrams are shown in Fig. 4, and we

here only compute their contributions to N1
I .

Fig. 4: Three-loop diagrams that contribute to NI not symmetric under a ↔ b, and thus leading

to contributions to S at three loops.

From these diagrams (and the corresponding counterterms), using the methods for the calculation

of pole parts of three-loop diagrams given in [14], we find

(16π2)3(N1
I )ab∂

µgI ⊃− 1
2 tr(ya∂

µy∗cydy
∗
e)λbcde − 1

3 tr(yay
∗
c∂

µydy
∗
e)λbcde − 1

2 tr(yay
∗
cyd∂

µy∗e)λbcde

− 5
24 tr(yay

∗
cydy

∗
e)∂

µλbcde − 1
24 tr(yb∂

µy∗cydy
∗
e)λacde − 5

24 tr(yby
∗
c∂

µydy
∗
e)λacde

− 1
24 tr(yby

∗
cyd∂

µy∗e)λacde − 5
24 tr(∂

µyby
∗
cydy

∗
e)λacde − 7

32 tr(ya∂
µy∗cydy

∗
dyby

∗
c )

− 7
96 tr(yay

∗
c∂

µydy
∗
dyby

∗
c )− 23

96 tr(yay
∗
cyd∂

µy∗dyby
∗
c )− 7

96 tr(yay
∗
cydy

∗
d∂

µyby
∗
c )

− 7
32 tr(yay

∗
cydy

∗
dyb∂

µy∗c ) +
1
16 tr(ya∂

µy∗cycy
∗
dyby

∗
d)− 5

48 tr(yay
∗
c∂

µycy
∗
dyby

∗
d)

− 1
48 tr(yay

∗
cyc∂

µy∗dyby
∗
d)− 7

96 tr(yay
∗
cycy

∗
d∂

µyby
∗
d) +

1
16 tr(yay

∗
cycy

∗
dyb∂

µy∗d)

+ h.c.− {a ↔ b},

and since

S ≡ −kIN
1
I gI = −N1

abcdλabcd − (12N
1
a|ijya|ij + h.c.)

we finally obtain

(16π2)3Sab =
5
8 tr(yay

∗
cydy

∗
e)λbcde +

3
8 tr(yay

∗
cydy

∗
dyby

∗
c ) + h.c.− {a ↔ b}.

As already remarked in the main body, evaluating this on points in coupling space where we have

found fixed points and cycles in Refs. [3, 5, 6], we find that S vanishes at all fixed points and

equals Q on all cycles.
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Contributions to NI not symmetric at 3-loops; 



Be mesmerized: 

C.3. Three loops

At three loops there are many diagrams that contribute to NI , but only four are not symmetric

under a ↔ b and thus end up contributing to S. These diagrams are shown in Fig. 4, and we

here only compute their contributions to N1
I .

Fig. 4: Three-loop diagrams that contribute to NI not symmetric under a ↔ b, and thus leading

to contributions to S at three loops.
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and since

S ≡ −kIN
1
I gI = −N1

abcdλabcd − (12N
1
a|ijya|ij + h.c.)
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3
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∗
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∗
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∗
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As already remarked in the main body, evaluating this on points in coupling space where we have

found fixed points and cycles in Refs. [3, 5, 6], we find that S vanishes at all fixed points and

equals Q on all cycles.
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As already remarked in the main body, evaluating this on points in coupling space where we have

found fixed points and cycles in Refs. [3, 5, 6], we find that S vanishes at all fixed points and

equals Q on all cycles.
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First ever computation of non-vanishing S :



SUSY result, all orders in perturbation theory:



SUSY result, all orders in perturbation theory:

S = 0



Scale without Conformal?

• Condition for Scale Invariance?

where the dilatation (scale)  current is given in terms of the improved 
stress-energy tensor

so that 

• Condition for Conformal Invariance?

• It appears that in both cases the condition is 

∂µDµ = 0

Dµ = xνTµν

∂µDµ = Tµ
µ

∂µKµν = −xνTµ
µ = 0

Tµ
µ = 0

J. Polchinski, NPB 303, 226 (1988).
D. Dorigoni and V. S. Rychkov, 0910.1087 [hep-th].



• Improvements? If

one can improve         so that scale and conformal still conserved.

• But! What if the unbroken symmetry is a combination of two broken symmetries? 
This happens in other familiar contexts:
• For spontaneously broken symmetries, as in the SM: SU(2)×U(1) → U(1)EM

• For anomalous currents, as in B and L in SM, but not B−L

• Look for a conserved current of the form

where       (the “virial current”) is a non-conserved current that does not depend 
explicitly on coordinates.

Tµν

V µ

Dµ = xνTµν − V µ

(and which is not of the form                          )

Tµ
µ = ∂µ∂νLµν

V µ = ∂νLµν



THEN: We can have 

∂µD
µ = Tµ

µ − ∂µV
µ = 0

while 

Tµ
µ = ∂µV

µ �= 0

scale invariance

A scale transformation together with a U(1) rotation  is still a symmetry.

no conformal symmetry 

Now use trace anomaly and explicit form of virial:

Condition for scale invariance but not conformal is then an algebraic condition:

βI − (Sλ)I = (Rλ)I �= 0

or βI = (Qλ)I with R = Q− S �= 0

V µ = Rab∂
µφaφb + iPijψ̄iσ̄

µψj

(Sλ)abcd = Saeλebcd + · · · + Sdeλabce

recall notation:



βabcd = −Qa�aλa�bcd −Qb�bλab�cd −Qc�cλabc�d −Qd�dλabcd� ,

βa|ij = −Qa�aya�|ij − Pi�iya|i�j − Pj�jya|ij� ,

These are not functional equations

Solution: specific values of coupling constants (and of Q and P)
that satisfy these equations

Precisely as in searching for conformal fixed points (with Q = P = 0)

Immediate: recurrent RG-trajectories −dλI

dt
= βI = (Qλ)I λI(t) = (e−itQλ)I

As a function of t: one parameter trajectory in compact space 

๏ Trajectory closes

๏ Trajectory comes arbitrarily close
 to initial point (Poincare recurrence)

⇒

group of internal global transformations (“flavor” symmetry of  kinetic terms)e−tQ ∈ GF



We look for solutions using perturbation theory:

At 1-loop the form of the beta-functions (ie, which monomials appear)
suffices to show that Q = P = 0.

At 2-loops this happens by detailed cancellation among terms (and by non-linearity one has a 
reminder, Q = order 3-loops)

The 3-loop beta functions are not known.

We have computed the necessary terms (not the complete beta-function)



Summary of findings:

In d = 4 − ε, no gauge fields (like Wilson-Fisher fixed points)
No non-trivial solution to all orders in perturbation theory for any nf  if  ns < 2

 Solutions with P = 0 but Q ≠ 0 at 3-loops in:
 nf  = 1, ns = 2,   with unbounded tree-level potential 
 nf  = 2, ns = 2,   with bounded tree-level potential 

In d = 4,  SU(3)-YM nf  = 2 + 2 (anti-)fundamentals, ns = 2 neutral  (Caswell-Banks-Zaks FP)
 Solutions with P = 0 but Q ≠ 0 at 3-loops.
 Unbounded tree-level potential

!"#$%%&'$()*#+,-%$()"

8 t× 10−9
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S vs Q 
• S = S(g), defined everywhere in theory space (ie, space of coupling constants)
• Q = constant (one for each cycle solution), defined by solving for existence of cycle
• Both appear first at third order in the loop expansion
• Both in Lie algebra of SO(ns) in GF



S vs Q 
• S = S(g), defined everywhere in theory space (ie, space of coupling constants)
• Q = constant (one for each cycle solution), defined by solving for existence of cycle
• Both appear first at third order in the loop expansion
• Both in Lie algebra of SO(ns) in GF

Theorem: In perturbation theory

• On cycles S = Q (up to a symmetry generator)
• On fixed points S = 0 (up to a symmetry generator)



S vs Q 
• S = S(g), defined everywhere in theory space (ie, space of coupling constants)
• Q = constant (one for each cycle solution), defined by solving for existence of cycle
• Both appear first at third order in the loop expansion
• Both in Lie algebra of SO(ns) in GF

Theorem: In perturbation theory

• On cycles S = Q (up to a symmetry generator)
• On fixed points S = 0 (up to a symmetry generator)

• On cycle a quantity A remains constant simply because it is GF invariant
• A satisfies a strong c-theorem in perturbation theory,   grows like 
• On cycle,                    , the two statements imply 

�
β − (Sλ)

�2

(Qλ)− (Sλ) = 0β = (Qλ)

Outline of proof:



Scale IS Conformal
In d = 4, unitary, local, renormalizable, perturbative, interacting QFT with well defined correlators of stress-energy tensorLegal Disclosure:

Recall, the condition for scale but not conformal is 

(Rg)I = 0 (R may not vanish but then it generates a symmetry)

Hence:           scale + Poincare + unitarity + no-nonsense ⇒ conformal

βI − (Sλ)I = (Rλ)I �= 0

or βI = (Qλ)I with R = Q− S �= 0

We just showed

See also: Luty, Polchinski, Rattazzi



Quiz-Solutions Explained

A. The trace anomaly is                        (up to equations of motion)

B. A theory is conformal if and only if

C. Scale invariance does not imply conformal invariance

D. All of the above

E. None of the above 

Directions: Select the best answer.

1. Which of the following is false:

Tµ
µ = βiOi

βi = 0

Tµ
µ = βI(g)[OI ] + ∂µJµ

BI = βI − (Sg)I = 0

Yes it does (at least 
perturbatively)



After Thoughts, Conclusions, ...
• Is BI the new beta-function? No. 

But it does coincide with the beta-function in one particular scheme. This scheme cannot be 
obtained by a transformation g →  f(g) alone (not the usual stuff).  In this scheme the 
anomalous dimension matrix of the scalar fields is non-symmetric.

• Perturbative positivity of χg
IJ is used for proof of a-theorem and that scale implies conformal. 

New work by Komargodsky and Schwimmer (also Luty, Polchinski, Rattazzi) suggests there is 
a non-perturbative a-theorem. Positivity there is from optical theorem. Suggests a connection 
that may establish S = Q and “scale implies conformal” non-perturbatively. 

• Explicit form of S allows to find examples of Q much more simply:
• Solve for zeroes of 1-loop beta-function
• Plug value of “fixed point” into our 3-loop expression for S(g) 
• If S = 0 a FP, else Q = S

• What is the role of S? Are these “cyclic CFT” different form normal, FP CFT? 
Two point function look completely “normal” in cyclic CFT.

• Many other open questions (d = 4 − ε?, flows between FP and cyclic?,  d = 4 with bounded 
potential? ...)
 

βI = 0



The End



Additional Slides



Explanations

We mean:

A. The trace anomaly is                        (up to equations of motion)Tµ
µ = βiOi

• In d = 4
• In flat space, else we would have additional terms involving the

Riemann tensor quadratically

• No dimensional couplings (no masses or cubic scalar couplings)
• There are in fact equations of motion terms on the RHS

where Δ is the dimension of ϕ

Tµ
µ = βiOi −

a

16π2
G +

c

16π2
F − b

16π2
R2

explicit nonlinear realization of scale invariance, at the price of introducing spacetime-dependent

coupling constants. To reiterate, in either case it is important to realize that new counterterms

are required to render the model finite, much like counterterms involving derivatives of the metric

need to be introduced to render finite the model in a curved background. These new counterterms

must involve derivatives of the coupling constants and lead to new Weyl anomalies. At the end

of this section we study how these new anomalies contribute to the Wess–Zumino action for the

conformal compensator τ(x) even after the couplings and the metric are taken to be spacetime-

independent. For the remainder of this section we take a closer look at these counterterms, the

anomalies they produce and the relations between them, that is, the JO consistency conditions,

that follow from (2.2).

Consider the theory in the background of an arbitrary metric γµν(x) and arbitrary spacetime-

dependent coupling constants g
i(x) corresponding to interaction terms g

i(x)Oi(x) in the La-

grangian. The arbitrary spacetime dependence of the couplings allows one to use them as sources

for operators in the interaction part of the Lagrangian, by taking functional derivatives of the

generating functional with respect to g
i(x). Let �W stand for the renormalized generating func-

tional. It is convenient to separate the counterterms that are independent of quantum fields from

the rest of the action. They can be taken out of the functional integral and contribute directly

to �W :
�W = W +Wc.t..

The generating functional W results from performing the functional integral over quantum fields

in the absence of the quantum-field-independent counterterms. The counterterms required to

render the theory finite were first classified in JO. They consist of all possible diff-invariant

dimension-four operators constructed out of the metric and couplings and their derivatives:

Wc.t. = −
� √

−γ µ−�λ · R,

where dimensional regularization is used with d = 4− � and

λ · R = λaF + λbG+ λcH
2 + Ei∂µg

i∂µ
H + 1

2Fij∂µg
i∂µ

g
j
H + 1

2Gij∂µg
i∂νg

j
G

µν

+ 1
2Aij∇2

g
i∇2

g
j + 1

2Bijk∂µg
i∂µ

g
j∇2

g
k + 1

4Cijkl∂µg
i∂µ

g
j∂νg

k∂ν
g
l
.

(2.3)

Here F is the Weyl tensor squared, G is the Euler density, H is proportional to the Ricci scalar,

and Gµν is the Einstein tensor:

F = R
µνρσ

Rµνρσ − 4

d− 2
R

µν
Rµν +

2

(d− 2)(d− 1)
R

2
,

G =
2

(d− 3)(d− 2)
(Rµνρσ

Rµνρσ − 4Rµν
Rµν +R

2),

H =
1

d− 1
R, Gµν =

2

d− 2
(Rµν − 1

2γµνR).

6

(square Weyl)

(Euler density)

Tµ
µ = βiOi + ∆φ

δ

δφ
S0



B. A theory is conformal if and only if βi = 0

Not identically but at a point in theory space βi(g∗) = 0

C. Scale invariance does not imply conformal invariance

Again, for d = 4. For d = 2 it was shown (Polchinski, 1987) scale implies conformal.

Unparticle physics uses (except for scalar unparticles) scale invariance without
conformal. This gives amplified effects because it allows for

(i) Non-conserved vectors of dimension 3
(ii) Smaller dimensions than allowed by CFT, amplifying the effect of unparticles

(eg, vectors of dim<3)

We mean a theory that is conformal classically (question would be pointless is there are masses).



Example: ns real scalars, nf Weyl spinors with 

1. S is Q on cycles,

2. S vanishes at fixed points.

In light of these results the computation of Q can be tremendously simplified given an explicit

expression for S. The procedure to determine Q involves determining first the beta functions for

the coupling constants to second order in the loop expansion for scalar self-couplings, to third

order in the loop expansion for Yukawa couplings and to fourth order in the loop expansion for

Yang–Mills couplings, and then solving the system of nonlinear coupled equations βg
= 0 and

βI = (Qg)I (we implicitly use here that gI can also stand for Yukawa couplings). Since S must

have a perturbative expansion that starts at third order in the loop expansion, to determine Q

from S it suffices to evaluate it with coupling constants on the cycle computed to lowest order

in the loop expansion. So Q is obtained from S by determining the zeroes of the one-loop beta

functions (two-loop for gauge couplings): if S = 0 on the zero of the beta functions, the zero is a

fixed point of the RGE, but if S �= 0 on the zero, then the zero is a point on a cycle and Q = S

there.

To this end an explicit, three-loop expression for S is required. But as pointed out above,

there has been no computation of S to the order where one would expect it to be non-vanishing

if S were to equal Q on cycles. We have endeavored to compute S to third order in the loop

expansion for a general theory containing nS real scalars and nf Weyl spinors, possibly charged

under a gauge group. The potential in the Lagrangian is

V =
1
4!λabcdφaφbφcφd + (

1
2ya|ijφaψiψj + h.c.).

The details of the computation are spelled out in Appendix C. The surprisingly simple result is

(16π2
)
3Sab =

5
8 tr(yay

∗
cydy

∗
e)λbcde +

3
8 tr(yay

∗
cydy

∗
dyby

∗
c )− {a ↔ b}+ h.c..

We have evaluated this expression on the fixed points and cycles of the theories we explored

in [3, 5, 6] and found that in each case S vanishes at all fixed points and equals our previous

determination of Q on all cycles. It should be mentioned that the models in [3,5] are in d = 4− �

dimensions, with � small but positive. In these cases the consistency equations still apply provided

one carefully tracks the presence of � in the beta functions, particularly in β̂i
= −�kigi + βi

and

correspondingly in �Bi
.

Now for the proof of the propositions above. First we show that S = Q on cycles. Consider

the η flow with fI = BI , with boundary condition that at η = 0 the point ḡI(0) is on the cycle.

Then BI(0) = ([Q−S]g(0))I is in the Lie algebra of GF and the left-hand side of (3.20) vanishes.

Since χg
IJ = −2χa

IJ to second order in the loop expansion, and −2χa
IJ is positive-definite, (3.20)

gives BI(0) = 0. This implies S = Q + ∆Q on cycles, where (∆Qg)I = 0. But if ∆Q �= 0 this

corresponds to a conserved current, and we are free to redefine the scale current by a conserved

current, Q → Q+∆Q. Hence, S = Q on cycles.
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It is perhaps helpful to remind the reader here that in a theory with scalars and fermions the

I index can be either (abcd) or (a|ij). Let us also remark that S appears first at three loops in a

theory with scalars and spinors. The reason is easily seen from (3.8): a diagram that contributes

to N will only contribute to S if it is not symmetric under a ↔ b. As it turns out there are no

such diagrams in scalar self-energies at one and two loops, but there are two such diagrams at

three loops. Consequently, even if the theory contains gauge fields, diagrams with gauge fields

will not contribute to S at three loops, but certainly will do so at higher order. Therefore, even

in a gauge theory we don’t need to include gauge fields in our leading-order calculation of S.

C.1. One loop

At one loop the calculation proceeds with no subtleties since renormalization is straightforward.

The two diagrams that contribute to NI and their corresponding counterterms are shown in Fig. 2.

p p pp

p p pp

Fig. 2: Diagrams that contribute to Na|ij at one loop and their corresponding counterterms.

A straightforward calculation gives

(Nc|ij)ab = − 1

16π2�

1

2
(y∗a|ijδbc − y∗b|ijδac) + finite,

and there is of course a complex conjugate (N∗
c|ij)ab.

In order to simplify the notation we write the result for the residue of the simple �-pole in NI

in the form

16π2(N1
I )ab∂

µgI = −1
2 [tr(ya∂

µy∗b ) + h.c.− {a ↔ b}],

where gI on the left-hand side stands here for yc|ij or y∗c|ij . Selecting the appropriate derivatives

one easily reads off the corresponding N1
I . Our result reproduces JO’s equation (7.16) for ρI when

we use Dirac spinors.

C.2. Two loops

At two loops there are three Feynman diagrams that contribute to NI , listed in Fig. 3. The

calculation of the residues of the simple �-poles of NI requires now a subtraction of subdivergences,

something that proceeds, for the most part, in the usual way. However, there is a small subtlety,
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A simple 1-loop computation gives:

(The index “I” now runs over (abcd) and (a|ij) )



T µ
µ (x) = γaa�D2φaφa� − γ∗

i�iψ̄iiσ̄
µDµψi� + γii�Dµψ̄iiσ̄

µψi�

− 1
4! (βabcd − γa�aλa�bcd − γb�bλab�cd − γc�cλabc�d − γd�dλabcd�)φaφbφcφd

− 1
2 (βa|ij − γa�aya�|ij − γi�iya|i�j − γj�jya|ij�)φaψiψj + h.c. .

Trace anomaly:

∂µD
µ(x) = (γaa� +Qaa�)D2φaφa� − (γ∗

i�i + P ∗
i�i)ψ̄iiσ̄

µDµψi� + (γii� + Pii�)Dµψ̄iiσ̄
µψi�

− 1
4! (βabcd − γa�aλa�bcd − γb�bλab�cd − γc�cλabc�d − γd�dλabcd�)φaφbφcφd

− 1
2 (βa|ij − γa�aya�|ij − γi�iya|i�j − γj�jya|ij�)φaψiψj + h.c. ,

Using the EOM to eliminate anomalous dimensions is on the same footing as using EOM
on the virial current

Use EOM?



D(3)
1 D(3)

2 (and its symmetric) D(3)
3 (and its symmetric)

D(3)
4 D(3)

5 (and its symmetric) D(3)
6

D(3)
7 (and its symmetric) D(3)

8 D(3)
9 (and its symmetric)

D(3)
10 D(3)

11 D(3)
12

Fig. 2: Diagrams that contribute to q at three-loop order.
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Eq. (2.1b) is to be solved first, at order ε3/2. The result is used in Eq. (2.1a) which is

then solved at order ε2. This is a system of coupled nonlinear equations and, as such, it

has many solutions y(1)a|ij and λ(1)
abcd, some of them consistent with unitarity and boundedness

of the scalar potential, while others not. Additionally, some of these solutions lead to

conformal fixed points, while others allow for nonzero q, at least in principle.

At two-loop order solutions y(1)a|ij and λ(1)
abcd of the previous order are used to solve

Eq. (2.1b) at order ε5/2, and Eq. (2.1a) at order ε3. This is now a system of coupled

linear equations,3 from which the unknowns y(2)a|ij and λ(2)
abcd are determined. For most y(1)a|ij

and λ(1)
abcd the unknown q(2) is equal to zero, but for certain y(1)a|ij and λ(1)

abcd, i.e., for possible

scale-invariant solutions, it is found to be equal to a linear combination of coefficients of

monomials in βa|ij . More specifically, the diagrams that contribute to q at two loops are

shown in Fig. 1.

D(2)
1 D(2)

2

Fig. 1: Diagrams that contribute to q at two-loop order.

Let b1 and b2 be their coefficients in the beta function for the Yukawa coupling,

(16π2)2β(2-loop)
a|ij ⊃ b1yb|iky

∗
c|k!yd|!jλabcd + b2yb|ijλbcdeλacde.

Then (we omit the prefactor here since it is not relevant for the discussion),

q(2) ∝ b1 + 24b2, (2.3)

and because b1 = −2 and b2 =
1
12 we find q(2) = 0. As we already mentioned, the failure to

find trustworthy non-conformal scale-invariant solutions at two loops can be explained by

the gradient flow property of the RG flow at weak coupling described in Ref. [8]. Note that

here, contrary to the case of conformal fixed points, q(3) $= 0 at two-loop order. However,

the three-loop contributions to the beta functions can very well conspire to set q(3) = 0,

3For all higher orders in ε one only gets systems of coupled linear equations.

4

2-loops

3-loops

Diagrams that can contribute to Q in the ns = nf = 2 model



The proof uses one of the consistency conditions of Jack & Osborn

Here

   a = coefficient of Euler density in Weyl Anomaly (of “a-theorem” fame)
   χg

IJ and wI are defined in JO 

BI = βI − (Sg)I

Ã ≡ a + 1
8wIBI

8BI∂IÃ = χg
IJBIBJ

is a GF scalarÃ ⇒ (ωg)I∂IÃ = 0 for any ω in the Lie algebra of GF

On a cycle or a FP BI is of this form: BI = βI − (Sg)I = (Qg)I − (Sg)I = ([Q− S]g)I

⇒ On a cycle or FP χg
IJBIBJ = 0

To lowest order in the loop expansion χg
IJ is positive definite (a “metric” in theory space)

⇒ BI = 0 ⇒ (Sg)I = (Qg)I ⇒ S = Q + ∆Q with (∆Qg)I = 0, ie, a symmetry

(for FP use Q = 0)

Q.E.D.

Note: perturbative c-theorem follows from same consistency condition (Jack & Osborn)

(only place perturbative assumption enters)



Trace Anomaly II

• Consider QFT in curved background with space-time dependent couplings
• Curved background: can then 
• Obtain stress-energy tensor by taking derivative w.r.t metric

• Study Weyl variations: these encode both dilatations and conformal transformations

• Space-time dependent couplings
• Sources for finite composite operators

• Necessary for consistent space-time dependent dilatations (Weyl variations) 

• Extend renormalized Lagrangian by all possible counterterms (operators of dimension 4)
constructed out of metric and couplings, and their derivatives (consistent with diff invariance)
• Then repeat argument presented in “Trace Anomaly I” but with space-time dependent couplings

Follow Jack and Osborn’s derivation of trace anomaly

gµν(x)→ e−2σ(x)gµν(x)

g(µ)→ g(e−σ(x)µ)

Tµν =
2
√

g

δS0

δgµν

[OI(x)] =
δS0

δgI(x)

Tµ
µ = βI(g)[OI ] +∇µJµ + · · · (... = stuff that vanishes in flat

space, constant couplings)



Bonus: JO consistency conditions (our version)

eiW̃ =
�

[dφ]ei(S0+Sc.t.) W̃ = W + Wc.t. = W + Sc.t.

Sc.t. contains field independent counterterms, dim-4 operators constructed of gµν(x) and gI(x)

The approach of LPR allows one to compute quantities associated with a model in a curved

background with spacetime-independent coupling constants in terms of corresponding quantities

for the same model but in a flat background with, however, spacetime-dependent coupling con-

stants. This observation is not new. For example, in JO the same observation is used precisely for

the same purpose, namely, to compute the anomalies associated with scale transformations using

only computations in flat space. Similarly, the approach of Komargodski allows for an explicit

nonlinear realization of scale invariance, at the price of introducing spacetime-dependent coupling

constants. In either case it is important to realize that new counterterms are required to render

the model finite, much like counterterms involving derivatives of the metric need to be introduced

to render finite the model in a curved background. These new counterterms must involve deriva-

tives of the coupling constants and lead to new Weyl anomalies. At the end of this section we

study how these new anomalies contribute to the Wess–Zumino action for the conformal compen-

sator τ(x) even after the couplings and the metric are taken to be spacetime-independent. For

the remainder of this section we take a closer look at these counterterms, the anomalies they

produce and the relations between them, that is, the JO consistency conditions, that follow from

(2.2).

Consider the theory in the background of an arbitrary metric γµν(x) and arbitrary spacetime-

dependent coupling constants g
i(x) corresponding to interaction terms g

i(x)Oi(x) in the La-

grangian. The arbitrary spacetime dependence of the couplings allows one to use them as sources

for operators in the interaction part of the Lagrangian, by taking functional derivatives of the

generating functional with respect to g
i(x). If the quantum action is renormalized, then this pro-

cedure automatically gives finite correlations functions for the insertions of these operators. Let

�W stand for the renormalized generating functional. It is convenient to separate the counterterms

that are independent of quantum fields from the rest of the action. They can be taken out of the

functional integral and contribute directly to �W :

�W = W +Wc.t..

The generating functional W results from performing the functional integral over quantum fields

in the absence of the quantum-field-independent counterterms. The counterterms required to

render the theory finite were first classified in JO. They consist of all possible diff-invariant

dimension-four operators constructed out of the metric and couplings and their derivatives:

Wc.t. = −
� √

−γ µ−�λ · R,

where dimensional regularization is used with d = 4− � and

λ · R = λaF + λbG+ λcH
2
+ Ei∂µg

i∂µ
H +

1
2Fij∂µg

i∂µ
g
j
H +

1
2Gij∂µg

i∂νg
j
G

µν

+
1
2Aij∇2

g
i∇2

g
j
+

1
2Bijk∂µg

i∂µ
g
j∇2

g
k
+

1
4Cijkl∂µg

i∂µ
g
j∂νg

k∂ν
g
l
.

(2.3)
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with

where λa = λa(g) =
λ1

a

�
+

λ2
a

�2
+ · · · etc

As usual, for each coupling we can define a beta-function (describing the response of the
coupling to changes in the arbitrary renormalization scale)

652 1. Jack, H. Osborn / Renormalisablefield theories

This requires

= ~ + ~ + ~ (2.8)where htB/Bg’ O~g~= ~ The terms on the r.h.s. of eq. (2.7) may be removed,
and a homogeneous renormalisation group equation restored, by introducing
additional couplings for each term in A ~. However these new couplings perform
no further role and are therefore not introduced here.
For our purposes /3a is irrelevant but at one loop or for a free theory

11

64~-~~(62nv+ns+ llflF), /3~’~”0, (2.9)

for n~massless vectors, ~FDirac fermions and n~scalars, which corresponds to
(1.1) if C

0 = 360 x 16~2/3~.As particular cases of (2.8) we find

(e — i~’—~-)d — — = x~, (2.lOa)

(~~ 3k~~ 2dj’d/k=x~k,

with similar equations as eq. (2.lOa) holding for xi~,xP~in terms of 3~,,~.
As a consequence of the extension to an arbitrary metric YMV(x) and also g~(x)it

is straightforward to define a finite energy—momentum tensor and also the
complete set of finite local dimension four scalar operators specified by .../ by

T~~(x)=26~)~o~ [~(x)] = ~gj(x)S0~ (2.11)

From (2.11) [~] has the generic form

h~[~]=h’&4/3g~—~ (2.12)

where J~arises from counterterms containing ö~,g’and is necessary for finiteness
even when t3,

2g’ is subsequently set to zero. From the particular 4-independent
counterterms in eq. (2.5) J~IÔg’..O= —h’t~d~H.These operators have simple
properties under changes of renormalisation scale since, defining the Callan—
Symanzik operator by

+ j(~~-~— (~). ~ (2.13)

us concentrate on the relatively straightforward computation of βλ · R. Since for constant σ the

transformation δγµν = −2σγµν just counts dimensions, and the dimension of the volume element

is d while that of the operators in Wc.t. is four, we obtain

(�− β̂i∂̂i)λ · R = βλ · R, (2.7)

where the beta function is

µ
dg

i

dµ
= β̂i = −�kigi + βi(g) (no sum over i).

Here the derivative is taken holding the bare parameters fixed. k
i is defined by requiring that

the Lagrangian scales appropriately: for φ� = µ
δ�φ and g

�i = µ
ki�

g
i, then L (φ�

, g
�) = µ

−�L (φ, g).

Note that β̂i∂̂i ≡ β̂i∂̂/∂̂gi denotes substitution of g
i by βi wherever g

i may be found, e.g.,

β̂i∂̂i(∂µgj) ≡ ∂µβj = ∂iβj∂µgi, and of course respects the standard rules of differentiation. Using

(2.7), it is straightforward to show that, e.g.,

χa
ij = (�− β̂k∂k)Aij − Aik∂j β̂

k − Ajk∂iβ̂
k
.

The consistency conditions of JO can be understood as following from requiring that (2.2)

applied to the complete renormalized generating function �W fails only up to the finite, anomaly

terms. The left-hand side of (2.2a) does not involve any counterterms from spacetime-dependent

couplings, while the right-hand side does not involve any from a curved background. Hence, the

counterterms in one and the other case must be related. Consider on the right-hand side of (2.2a),

for example, the counterterm

1
2Aij∇2

g
i∇2

g
j = 1

2Aij β̂
iβ̂j(∇2τ)2 + · · · , (2.8)

where we have expanded to lowest order in τ(x). Comparing with the counterterms on the

left-hand side of (2.2a), that arise solely from a curved background, we have,

√
−γ (λaF + λbG+ λcH

2) = 8λb

�
(∇2τ)2 − (∂µ∂ντ)

2 + · · ·
�
+ 4λc

�
(∇2τ)2 + · · ·

�
. (2.9)

The λb term is a total derivative so for localized τ(x) it does not contribute (recall there is an im-

plicit spacetime integration). Matching the terms in (2.8) and (2.9) we find that the counterterms

are related,

4λc ∼ 1
2Aij β̂

iβ̂j
, (2.10)

where the symbol ∼ denotes equality up to finite terms, that is, the difference is finite as � → 0.

This precisely corresponds to Eq. (3.12) of JO. Applying µd/dµ on the bare couplings to derive

RGEs and the corresponding beta functions, one then derives from this JO’s consistency condition

(3.21a),

8βc = χa
ijβ

iβj − βi∂iX, (2.11)
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Here F is the Weyl tensor squared, G is the Euler density, H is proportional to the Ricci scalar,
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2

d− 2
(Rµν − 1

2γµνR).

The quantities above are defined as in JO, with inessential d-dependent factors for later conve-
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The coefficients λ = (λa,λb, . . . ,Cijkl) are in general functions of the couplings g
i(x).
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i],
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i∂µ
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f
ij∂µg
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g
j
H + 1

2χ
g
ij∂µg

i∂νg
j
G

µν

+ 1
2χ

a
ij∇2

g
i∇2

g
j + 1

2χ
b
ijk∂µg

i∂µ
g
j∇2

g
k + 1

4χ
c
ijkl∂µg

i∂µ
g
j∂νg

k∂ν
g
l
,

(2.5)

and5

Zµ = Gµνwi∂
ν
g
i + ∂µ(Hd) +HYi∂µg

i

+ ∂µ(Ui∇2
g
i + 1

2Vij∂νg
i∂ν

g
j) + Sij∂µg

i∇2
g
j + 1

2Tijk∂νg
i∂ν

g
j∂µg

k
,

(2.6)

up to terms with vanishing divergence. Since �W is finite and the σ-variation of W vanishes, it

must be that the variation of Wc.t. is finite by itself.

Calculations of the coefficients in βλ · R and Zµ can be done using standard techniques of

dimensional regularization with a mass-independent renormalization scheme, say MS. For now, let

5
The second term involves the function of coupling constants d, which is not to be confused with d = 4 − �. We

follow Osborn in this unfortunate choice of notation, hoping that with this warning no confusion will arise in what

follows.
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i by βi wherever g

i may be found, e.g.,
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counterterms in one and the other case must be related. Consider on the right-hand side of (2.2a),
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The λb term is a total derivative so for localized τ(x) it does not contribute (recall there is an im-

plicit spacetime integration). Matching the terms in (2.8) and (2.9) we find that the counterterms

are related,

4λc ∼ 1
2Aij β̂
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where the symbol ∼ denotes equality up to finite terms, that is, the difference is finite as � → 0.

This precisely corresponds to Eq. (3.12) of JO. Applying µd/dµ on the bare couplings to derive

RGEs and the corresponding beta functions, one then derives from this JO’s consistency condition

(3.21a),
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Then for beta functions one obtains one of the JO consistency conditions:



Where do NI and S arise in this language? Ans: Renormalized Lagrangian needs additional terms

Say, if

need to add a counter-term

L0 = 1
2gµν∂µφ0a∂νφ0a −

1
4!

g0
abcdφ0aφ0bφ0cφ0d

gµν(NI)ab∂νgI(φ0b∂µφ0a) (= ∂µφT
0 NI∂µgIφ0 in compact form)

In fact JO take

and a new type of counterterm is required in the presence of spacetime-dependent couplings, that

is, a counterterm proportional to the product of the current and the derivative of a coupling.

Consider a theory with nS real scalar fields interacting through the usual quartic interaction.

The kinetic part of the bare Lagrangian,

L0K = 1
2∂

µφ0a∂µφ0a,

exhibits a continuous symmetry under transformations of the fields δφ0a = −ωabφ0b, where ω is

in the algebra of the flavor group GF = SO(nS). In the process of renormalization we introduce

a renormalization matrix Z and write

L0K = 1
2∂

µφTZ∂µφ,

where renormalized fields, φ, are related to bare fields by φ0 = Z1/2φ.7 In the presence of

spacetime-dependent coupling constants new divergences arise and thus new counterterms are

needed. For example, one must introduce a new counterterm of the form

Lc.t. = (∂µgi)(Ni)abφ0b∂µφ0a, (3.1)

with (Ni)ab = −(Ni)ba, that is, in the algebra of GF . Note that this new counterterm is not

accounted for in Wc.t. which by construction is independent of quantum fields. Note also that

additional counterterms, symmetric under a ↔ b, must also be introduced. One may integrate by

parts to write these as terms with no derivatives acting on the quantum fields. While necessary,

they do not play a central role in what follows.

To be more explicit, we consider a theory of real scalars and write for the bare Lagrangian

L0 =
1
2γ

µνD0µφ0aD0νφ0a +
1
8(d− 2)φ0aφ0aH − 1

4!g
0
abcdφ0aφ0bφ0cφ0d. (3.2)

This is written in term of bare fields φ0. The second term is introduced to ensure conformal

invariance of the classical action. In the potential term, the bare couplings g0abcd are completely

symmetric under exchange of the indices a, b, c and d. The covariant derivative,

D0µφ0 = (∂µ +A0µ)φ0,

is introduced with an eye towards including the counterterm (3.1), since

A0µ = Aµ +NI(Dµg)I , Dµ = ∂µ +Aµ. (3.3)

Here, following JO, we use the compact notation I = (abcd) and we have left implicit the Lie-

algebra indices (so that NT
I = −NI and AT

µ = −Aµ). Note that NI is a function of the renormal-

ized couplings that has an �-expansion starting at order 1/�. If the theory contains gauge fields

7Note that in this step we have the freedom to introduce an orthogonal matrix O and define φ0 = Z̃
1/2φ, where

Z̃
1/2 = OZ

1/2. This does not affect Z = Z
T/2

Z
1/2. Nevertheless, such a freedom leads to an ambiguity in the

definition of beta functions and anomalous dimensions as we explain in Appendix A.
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and a new type of counterterm is required in the presence of spacetime-dependent couplings, that

is, a counterterm proportional to the product of the current and the derivative of a coupling.
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L0K = 1
2∂

µφ0a∂µφ0a,
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L0K = 1
2∂

µφTZ∂µφ,
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L0 =
1
2γ

µνD0µφ0aD0νφ0a +
1
8(d− 2)φ0aφ0aH − 1

4!g
0
abcdφ0aφ0bφ0cφ0d. (3.2)
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µ = −Aµ). Note that NI is a function of the renormal-

ized couplings that has an �-expansion starting at order 1/�. If the theory contains gauge fields

7Note that in this step we have the freedom to introduce an orthogonal matrix O and define φ0 = Z̃
1/2φ, where

Z̃
1/2 = OZ

1/2. This does not affect Z = Z
T/2

Z
1/2. Nevertheless, such a freedom leads to an ambiguity in the

definition of beta functions and anomalous dimensions as we explain in Appendix A.
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The background gauge field:

• Inserts NI counterterm
• Elevates GF symmetry (with action on spurions) to local symmetry
• Plays the role of a source for a finite operator, a scalar current

[Dµφω φ] = ωab
δS̃0

δAµ
ab

= DµφT
0 (ω + NI(ωg)I)φ0



Is BI the new beta function? 

BI does not generally satisfy this. It does satisfy, however

µ
∂gI

∂µ
= βI(g) gives the response of coupling to renormalization re-scaling

Tµ
µ = βI(g)[OI ] +∇µJµ

= BI(g)[OI ] up to EOMs

Moreover,  GF symmetry of the effective action
�
(ωg)I

δ

δgI
+ (ωφ) · δ

δφ

�
Γ = 0

can be combined with the RGE to give a new RGE but with

βI → βI − (ωg)I , γ → γ + ω

�
µ

∂

∂µ
+ (βI − (ωg)I)

δ

δgI
− ((γ + ω)φ) · δ

δφ

�
Γ = 0

This is not a new beta function. It is a trick for solving equations.



Scheme change

1
2∂µφT Z∂µφRecall, w.f. renormalization determines only Z

Square root is ambiguous: Z
T
2 Z

1
2 = Z̃

T
2 Z̃

1
2Z

1
2 = OZ̃

1
2 , O

T
O = 1

This allows for different infinite subtractions: O = 1 +
O1

�
+ · · · (O1)T = −O

1

discussions at the initiation of this project. This material is based upon work supported by the

US Department of Energy under contract DOE-FG03-97ER40546 and in part by the US National

Science Foundation under Grant No. 1066293 and the hospitality of the Aspen Center for Physics.

Appendix A. Ambiguities in RG functions

It is well-known that anomalous-dimension matrices and beta functions are dependent on the

renormalization scheme. Nevertheless, physical quantities obtained from the anomalous-dimension

matrices and the beta functions which are relevant to the study of scale-invariant theories are, as

expected, independent of the scheme [5].

It is however usually not appreciated that anomalous-dimension matrices and beta functions

exhibit another freedom, mentioned briefly in the beginning of Section 3, which we review here.

For simplicity consider a theory of real multi-component scalars with bare Lagrangian

L0 =
1
2∂µφ0a∂

µφ0a − 1
4!g

0
abcdφ0aφ0bφ0cφ0d.

There is an ambiguity in the definition of the wavefunction renormalization matrix Z1/2, corre-

sponding to the freedom of choosing Z̃1/2 = OZ1/2 where OTO = 1 [7]. In this appendix we

study the effect of this ambiguity in the definition of RG functions. For simplicity we present

this analysis in the flat background limit. Dimensional regularization is used throughout.

Bare couplings and fields are related to the corresponding renormalized quantities by

g
0
I = µ

kI�(gI + LI(g)), φ0 = µ
δ�
Ž(g)φ,

where Ž = Z1/2, and Ž − 1 and LI have expansions in �-poles starting at 1/�. The anomalous-

dimension matrices and the beta functions, as well as the antisymmetric matrix S of (3.11), are

given by

γ̂ = δ�− kIgI∂I Ž
1
, β̂I = −kIgI�− kIL

1
I + kJgJ∂JL

1
I , S = −kIgIN

1
I ,

where the superscript denotes residues of simple poles. The index carried by k is exempt from

the summation convention. In the present example kI = 1, but we keep it for generality. Since we

are interested in ambiguities that arise because of different choices in the subtraction of infinite

quantities, we assume that O has an expansion in �-poles, O = 1 + O1/� + · · · , where O1 is

antisymmetric as required by OTO = 1. Then, under the freedom mentioned above, it is easy to

verify that the relevant quantities change as

Ž
1 → Ž

1
+O

1
, L

1
I → L

1
I + (O

1
g)I , N

1
I → N

1
I − ∂IO

1
,

This induces a change in the anomalous-dimension matrix, the beta functions, and the antisym-

metric matrix S:

γ̂ → γ̂ − ω, β̂I → β̂I + (ωg)I , S → S + ω,

25

This induces

where ω = gI∂IO
1

Note that BI = βI − (Sg)I , Γ = γ + S

are unambiguous (“gauge invariant”).

There is a gauge in which S = 0 and BI is a beta function. 



SUSY

where S0 =
�
d4x

√
−gL0 and βI , and γ are, as usual, the beta function of the coupling gI and

the anomalous dimension of the field φ, respectively. We have specialized their result to the case

of flat metric, spacetime-independent couplings, and vanishing background vector field. The last

term, involving the functional derivative of the quantum action, vanishes by the equations of

motion. The surprising aspect of this result is the often neglected term that involves the total

divergence of the current [(∂µφ)TSφ]. It is defined in terms of the GF -Lie algebra element

S ≡ −gIN
1
I ,

where NI =
�∞

n=1N
n
I /�

n, so that N1
I is the residue of the simple �-pole in NI . Moreover, using the

equation of motion (or the generalized symmetry under GF ) Jack and Osborn get [4, Eq. (6.23)]

Tµ
µ = (βI − (Sg)I)[OI ]− ((1 + γ + S)φ) ·

δ

δφ
S0.

This shows that a theory is conformal provided βI − (Sg)I = 0. The account above is readily

generalized to the case of real scalars interacting with Weyl fermions in the presence of quantum

gauge fields.

In [11] we used Weyl consistency conditions [4,5] and perturbation theory to show that S has

two important properties:

1. S vanishes at fixed points. That is, if βI = 0 then S = 0.

2. On cycles, defined by βI = (Qg)I for Q in the Lie algebra of GF , one has S = Q.

Perturbation theory is only needed to establish positivity of the natural metric in the space of

operators, χg
IJ in the notation of [4]. It follows that in a theory for which S = 0 identically there

is no possibility of limit cycles, and that conformal invariance corresponds to fixed points. We

will show below this is precisely the case for supersymmetric theories.

3. Finding Limit Cycles

In this section we review how to determine whether the beta-function vector field of a theory

admits limit cycles [2,3,11], making the procedure manifestly supersymmetric whenever possible.

However, we often use what is known in the non-supersymmetric case to deduce what conditions

have to be satisfied in the supersymmetric case.

Consider a classically scale-invariant supersymmetric field theory in four dimensions with Nf

chiral superfields of mass dimension one. Classical scale invariance implies that the theory is

renormalizable. The part of the Lagrangian we are interested in is3

L =

�
d4θΦ†

aΦa +

��
d2θ

1

3!
yabcΦaΦbΦc + h.c.

�
. (3.1)

3Lower case Roman letters are indices in flavor space for (anti-)chiral superfields.
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There may be vector superfields in addition to the chiral superfields in (3.1), interacting in through

a term Φ†
aeV Φa in the Kähler potential. However, we do not concern ourselves with vector

superfields: their trivial flavor structure renders them unable to play a role in determining whether

limit cycles exist.

The Kähler potential exhibits a continuous symmetry under transformations of the fields δΦa =

−ωabΦb, where ω is in the algebra of the “flavor” group GF = SU(Nf ). The Yukawa couplings in

the superpotential break GF . This flavor symmetry can be extended to the whole Lagrangian by

treating the coupling constants as spurions, non-dynamical fields that are allowed to transform

under GF . More specifically, the coupling constant yabc is promoted to a superspace-dependent

chiral superfield of mass dimension zero,

Yabc(z) = yabc(z) +
√
2θyψabc(z) + θ2yFabc(z),

where zµ = xµ + iθσµθ̄. The yψ and yF components of the spurion field are irrelevant and we

ignore them in what follows. The Lagrangian (3.1) is manifestly GF -symmetric if the Yukawa

couplings transform as

δYabc = −ωaa�Ya�bc − ωbb�Yab�c − ωcc�Yabc� .

The theory also possesses a spurious U(1) R-symmetry in addition to the GF symmetry. The

fields and couplings transform under the R-symmetry as

Φ → eiαΦ, Φ† → e−iαΦ†, Y → e−iαY, Y → eiαY . (3.2)

The R-symmetry is non-anomalous because the R-charge of the fermionic component of Φ is zero.

We now look for a supersymmetric version of the new type of counterterm that is required in

the presence of superspace-dependent couplings, as in (2.2). In supersymmetric theories the only

candidate for this counterterm has the form

Lc.t. =

�
d4θΦ†

aFabΦb, (3.3)

where Fab is a function of the couplings. If the theory is to be unitary, Fab must be Hermitian,

Fab(Y, Y ) = Fba(Y , Y ) = F ∗
ba(Y, Y ). One can readily check that one of the components of (3.3) is

of the form (2.2), that is, the product of the current associated with GF and the derivative of

the couplings

Lc.t. ⊃ ((NI)ab∂
µyI − (NI)

∗
ba∂

µy∗I ) (φ
∗
a∂µφb − ∂µφ

∗
a φb) ,

with I again a shorthand for contracted flavor indices. N can be expressed in terms of F as

(NI)ab =
∂Fab(y, y∗)

∂yI
, (NI)

∗
ba =

∂Fab(y, y∗)

∂y∗I
.

Both N and F−1 are functions of the renormalized couplings that have �-pole expansions starting

at order 1/�.
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−ωabΦb, where ω is in the algebra of the “flavor” group GF = SU(Nf ). The Yukawa couplings in

the superpotential break GF . This flavor symmetry can be extended to the whole Lagrangian by

treating the coupling constants as spurions, non-dynamical fields that are allowed to transform

under GF . More specifically, the coupling constant yabc is promoted to a superspace-dependent

chiral superfield of mass dimension zero,

Yabc(z) = yabc(z) +
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2θyψabc(z) + θ2yFabc(z),

where zµ = xµ + iθσµθ̄. The yψ and yF components of the spurion field are irrelevant and we

ignore them in what follows. The Lagrangian (3.1) is manifestly GF -symmetric if the Yukawa

couplings transform as
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The theory also possesses a spurious U(1) R-symmetry in addition to the GF symmetry. The
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Expanding
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chiral superfield of mass dimension zero,
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2θyψabc(z) + θ2yFabc(z),
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where

Finally compute S: 

4. Absence of Limit Cycles in Supersymmetric Theories

We are finally ready to prove at the quantum level that a unitary, N = 1 supersymmetric field

theory in four dimensions does not have limit cycles. Our strategy is to show that S is exactly

zero in supersymmetric theories with the aforementioned qualifications. This we can show without

recourse to perturbation theory. However, we are mindful that the proof in [11] that S = Q on

cycles and S = 0 at fixed points does rely on perturbation theory.

The expression for S in our case is

Sab ≡ −1
2(N

1
I )abyI − h.c., (4.1)

= −1

2

�
yI

∂F 1
ab(y, y

∗)

∂yI
− y∗I

∂F 1
ab(y, y

∗)

∂y∗I

�
, (4.2)

where F 1 is the residue of the simple 1/� pole in F . The Hermitian conjugate is subtracted

in (4.1), as expected since S is anti-Hermitian. The quantum action is invariant under the R-

symmetry introduced in Section 3, see (3.2). Therefore

Fab(Y, Y ) = Fab(e
−iαY, eiαY ),

or, by taking α to be infinitesimal,

0 = YI
∂Fab(Y, Y )

∂YI
− Y I

∂Fab(Y, Y )

∂Y I
.

Comparing the scalar component of this equation with (4.2) shows S = 0. The theory cannot

exhibit renormalization group limit cycles. Furthermore, unitarity and superscale invariance imply

superconformal invariance in unitary four dimensional N = 1 supersymmetric field theories.

5. A Perturbative Proof and a Four-Loop Example

If S vanishes in supersymmetric theories non-perturbatively, the implication must also be true to

all orders in perturbation theory. It is instructive to see how such a proof is also straightforward

to construct. It is obvious from the form of (4.2) that S counts the difference in the number of

y’s and y∗’s in F . The non-renormalization of the superpotential guarantees that any diagram

containing an unequal number of y’s and y∗’s vanishes. Thus, the only diagrams that contribute

to F contain an equal number of y’s and y∗’s, and S must vanish to all orders in perturbation

theory.

The discussion up to this point has been abstract. In the rest of this section we illustrate the

vanishing of S in perturbation theory with a four-loop example. Remarkably, four-loop calcula-

tions in the Wess–Zumino model exist in the literature [13]. For a diagram containing only chiral
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⇒ S = 0



THEN: We can have 

∂µD
µ = Tµ

µ − ∂µV
µ = 0

while 

Tµ
µ = ∂µV

µ �= 0

scale invariance

A scale transformation together with a U(1) rotation  is still a symmetry.

no conformal symmetry 

Now use trace anomaly. 

Ignore for now divergence of S-current, fix later.

Ignore EOM (extra slide if needed)

Then the condition for scale invariance but not conformal can be casted as an algebraic
condition on the beta function,

βI = (Qλ)I �= 0



Only candidate for virial current:

1. S is Q on cycles,

2. S vanishes at fixed points.

In light of these results the computation of Q can be tremendously simplified given an explicit

expression for S. The procedure to determine Q involves determining first the beta functions for

the coupling constants to second order in the loop expansion for scalar self-couplings, to third

order in the loop expansion for Yukawa couplings and to fourth order in the loop expansion for

Yang–Mills couplings, and then solving the system of nonlinear coupled equations βg
= 0 and

βI = (Qg)I (we implicitly use here that gI can also stand for Yukawa couplings). Since S must

have a perturbative expansion that starts at third order in the loop expansion, to determine Q

from S it suffices to evaluate it with coupling constants on the cycle computed to lowest order

in the loop expansion. So Q is obtained from S by determining the zeroes of the one-loop beta

functions (two-loop for gauge couplings): if S = 0 on the zero of the beta functions, the zero is a

fixed point of the RGE, but if S �= 0 on the zero, then the zero is a point on a cycle and Q = S

there.

To this end an explicit, three-loop expression for S is required. But as pointed out above,

there has been no computation of S to the order where one would expect it to be non-vanishing

if S were to equal Q on cycles. We have endeavored to compute S to third order in the loop

expansion for a general theory containing nS real scalars and nf Weyl spinors, possibly charged

under a gauge group. The potential in the Lagrangian is

V =
1
4!λabcdφaφbφcφd + (

1
2ya|ijφaψiψj + h.c.).

The details of the computation are spelled out in Appendix C. The surprisingly simple result is

(16π2
)
3Sab =

5
8 tr(yay

∗
cydy

∗
e)λbcde +

3
8 tr(yay

∗
cydy

∗
dyby

∗
c )− {a ↔ b}+ h.c..

We have evaluated this expression on the fixed points and cycles of the theories we explored

in [3, 5, 6] and found that in each case S vanishes at all fixed points and equals our previous

determination of Q on all cycles. It should be mentioned that the models in [3,5] are in d = 4− �

dimensions, with � small but positive. In these cases the consistency equations still apply provided

one carefully tracks the presence of � in the beta functions, particularly in β̂i
= −�kigi + βi

and

correspondingly in �Bi
.

Now for the proof of the propositions above. First we show that S = Q on cycles. Consider

the η flow with fI = BI , with boundary condition that at η = 0 the point ḡI(0) is on the cycle.

Then BI(0) = ([Q−S]g(0))I is in the Lie algebra of GF and the left-hand side of (3.20) vanishes.

Since χg
IJ = −2χa

IJ to second order in the loop expansion, and −2χa
IJ is positive-definite, (3.20)

gives BI(0) = 0. This implies S = Q + ∆Q on cycles, where (∆Qg)I = 0. But if ∆Q �= 0 this

corresponds to a conserved current, and we are free to redefine the scale current by a conserved

current, Q → Q+∆Q. Hence, S = Q on cycles.
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Same general model:

Trace anomaly:

Div of virial: 

QT = −Q, P † = −P

βabcd = −Qa�aλa�bcd −Qb�bλab�cd −Qc�cλabc�d −Qd�dλabcd�

βa|ij = −Qa�aya�|ij − Pi�iya|i�j − Pj�jya|ij�

βI = (Qλ)IFor short, 1st equation:

Tµ
µ = − 1

4!
�
βabcd − (Sλ)abcd

�
φaφbφcφd −

1
2
βa|ijφaψiψj + h.c.

∂µV µ = Rab∂
2φaφb − iP †

ijψ̄iσ̄
µ∂µψj + iPij∂µψ̄iσ̄

µψj

V µ = Rab∂
µφaφb + iPijψ̄iσ̄

µψj

(Sλ)abcd = Saeλebcd + · · · + Sdeλabcerecall: 

βabcd − (Sλ)abcd = (Rλ)abcdUsing EOM and Tµ
µ = ∂µV µ ⇒



Scale IS Conformal
In d = 4, unitary, local, renormalizable, perturbative, interacting QFT with well defined correlators of stress-energy tensorLegal Disclosure:

∂µD
µ = Tµ

µ − ∂µV
µ = 0

Tµ
µ = ∂µV

µ �= 0

Recall: scale invariance

no conformal symmetry 

Use now correct form of Trace Anomaly

V µ = ∂µφT R φIf the virial is (we reserve Q for solutions to                     ) βI = (Qλ)I

the condition for scale but not conformal is 

But this gives BI in the Lie algebra of GF and by the preceding proof BI = 0 and hence (Rg)I = 0

(R may not vanish but then it generates a symmetry)

Hence:           scale + Poincare + unitarity + no-nonsense ⇒ conformal

Tµ
µ = βI(g)[OI ] + ∂µJµ

�
= (βI − (Sg)I)[OI ] = BI [OI ]

�

BI = (Rg)I �= 0


